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Approach

Prior body of work
chips to datacenters

mobile to enterprise
metrology to solutions

£

Interesting topics for us to ponder...
(o]

Of course,
power Is
Important

Battery, eledrici‘ry, environment,
heat, compaction, reliability, ...
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What does a
science of power
management
mean fo me?

[
Why do we need a
science of power
management?

[we]

But, havent we done a lot?

[Ranganathan, EE282 class notes]
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Yesl!

[Starner, IBM Systems Journal,1996]
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Increased

7 compaction...

L
m * 9% * 3cmx2cm * 50
>r non-sunny periods = 10mW
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'$40 Billion

October 2003 Copyright © 2006 HP corporate presentation. All rights reserved. invent



The cost of power and cooling is
likely to exceed that of

hardware. . .
Luiz Barroso, Google

More work needed
on power mgmt...

So, how can a
formal science help?

Formulating

the problem

[rams]
Another quick experiment
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OCan we identify
minimum energy
needed for a task?

(optimality?)

(]

minimum energy needed for a task...

How do we define
energy & work done?

[t

MIPS per Watt?

Energy-Aware User
Intertaces

% per Walt?
\\ C(\d’“"d \

L.
e‘\’y

[Les]

Burdened
costs of power

(1 + Kl + Ll + KZLI ) U$,grichonsumed

hardware

——

0.050 KW  .250 KW 10 - 15 KW 1000+ KW eat Generated
S Energy to

0.005KW  .025 KW 1KW 1000 KW Remove Heat

[ians]
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Supply vs demand side
power efficiencies

(]

Supply vs demand side
power efficiencies

= [a% Py is

il
el e i

Energy in extraction,
reclamation, tfransport,
manutacturing, ...

Energy in operation

M)kfs per VY(?

CT\A_ -useY e,sg_?e’li encé.
ey

exengy w‘\ﬂ’?

@®How do we measure
and reason about
energy efficiency?
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Thinking about

the solution
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Provision Consumption
(Feeds, PDUs, UPS, efc.)

(Compute nodes)

Extraction

[
i ¢ a
(CRAC units, floor tiles, efc.)

(]

Landscape of Power Optimizations

P = C*Vdd™'F, _, + Tsc"Vdd'Ipeak® Fy_+ Vdd'l .
Average power, peak power, power density, energy-delay, ...
v
CIRCUITS ARCHITECTURE COMPILER, OS, APP

“ Voltage/freq scaling * Switching control
* Voltage scaling/islands < Galing P g -
* Clock gahng/rouhng Pipeline, clock, functional units, insiruction scheduling
Cleckires disiuton, hlfswing clocks branch predicion, dofa path * Memory access reduce

Avoid waste!

divided module, scrofch ISR
* Low-power states
* DRAM refresh-control

ouling, bolancing hop.
. Dlslrlbuled compuhng

placemen,

cemp\mmw

* Fidelity control
* Dynamic data types
* Power API

+ Data packing/buffering

How do we
avoid waste?

A framework to
optimize power
[CACMO9]

[ures]

A taxonomy of inefficiencies

(how do we identify waste?)

A taxonomy of techniques

(how do we reduce waste?)

[Les]
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[ Bad design choices & business constraints J

Design process structure
& modularity, aggregation

Inefficiencies

Design for future @ % End-user experience
G, U S D e} tethered system hangover

[ians]
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TOP

avoiding waste & improving power efficiency

(]

OEnergy-efficient technologies

e.g., replace disk with flash, replace copper with opfics, ...

®Match power to work

e.g., energy proportionality; turn-off/dial-down things, ...

OMo’rch‘ work to power

9P|ggy bock energy events

calesced request sireams,

© Special purpose solutions

e.g., GPUs, ASICs, ...

[t

®Cross layers for efficiency

e.g., ensemble power management, .

@Tradeoff some other metric

e.g., fidelity-aware energy management

OTradeoff ’rhe uncommon-case

e.g., powersupply efficiency, .

@Spend somebody s power

+ offload for mobile power

®Spend power fo save power

e.g., periodic cleanup to s

(1]

Building the

solution

October 2003

®How do we formalize
these principles?

[Lawe]
Measure & model
Predict & analyze
Actuate & control

[Lans]
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Measure & model

Predict & analyze Measure & mode|

e.g., neural-network models for thermal maps (Consil/Weatherman)

ve o . Predict & analyze
S C I e n Ce C h O | |e n g eS I n e.g., models to predict power-performance-cooling (Zephyr, Zesti)

each category Actuate & control

e.g., federated control theory, scheduling algorithms

(] [t

Actuate & control

Power Struggles!

heterogeneity - Rack
VM

One example
[ASPLOS08]

prformance
nce

= CHAQOS!

(“Power” Struggle)

Peak
Vmotion 5 th@rmal electrical
power  power
Pocal
optima -
global

optima

Feedback Controller @ Core

Demand
Target Allocation, Measurement

- (D i +| Controller |—-| Actuator ;——| System

Standard feedback control loo

Formal theoretical guarantees of stability and performance
Can account for inaccuracies in model, workload variations

2
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Multi-level Power Capping
Efficiency + capping at single server

Server Manager (SM)

Enclosure Manager (EM) * Efficiency + capping

Adapt power consumption to Adapt the “capacity” allocation to * Enclosure-level throttling

the local budget the resource demand

Local E
budaer - )

.,t‘;i:i. Eﬂ i} o [5]

Group Manager (GM)

* Policy-based allocation

Penct

Power Capping

Power efficiency

(]

Virtual Machine Workload Distributor Unified and Extensible Architecture
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Virtual Machine Controller

« Workload placement
* Power minimization

* Power budget constraints -
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[awe]

+ ‘01" Integer Programming

+ Greedy heuristic

Group m o
budget

D
gl o il % - T
- AN J 5
-+
Capping + efficiency Workload consolidation & migration
It works! | ks welll
t works well!
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Other interesting insights...

Average Power

Peak Power

Performance

T T T T T
0 20 40 60 80 100

[m Unified © VMCOnly m NoVMC m Baseline |

Interfaces
Formal rigor
Flexible
Extensible
Federated

[t

Closing

Power mgmt ready for a science

important future challenges & prior body of work

Several interesting challenges

formulating the problem

e.g., optimality, metrics

thinking about the solution

e.g., principles of power management

designing the solution

e.g., models, analysis, control, algorithms, ...

Thanks!!

[Les]
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